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Abstract

Neural architecture search
(NAS) has been widely studied
to design high-performance

network architectures automatically.
However, existing approaches require
more search time and substantial resource
consumption due to their intensive archi-
tecture evaluations. Moreover, recently
developed NAS algorithms are noncom-
petitive when combining multiple com-
peting and conflicting objectives, e.g.,
the test accuracy and the number of
parameters. In this paper, a low-cost
NAS (LoNAS) method is proposed to
address these problems. First, a variable-
architecture encoding strategy based on a
novel Reg Block is designed to construct
high accuracy network architectures with
few parameters. Second, a training-free
proxy based on the neural tangent kernel
(NTK) is proposed to accelerate the
search process efficiently. Finally, a three-
stage evolutionary algorithm (EA) based
on multiple-criteria environmental selec-
tion and a set of block-based mutation
operators are designed to balance explo-
ration and exploitation better. The
experimental results show that LoNAS
finds network architectures with com-
petitive performance compared to the
state-of-the-art architectures in test accu-
racy and the number of parameters.
Moreover, LoNAS uses less search time
and fewer computational resources, con-
suming only 0.02 GPU Days with one

GPU on CIFAR-10 and CIFAR-100.
Furthermore, the architectures found by
LoNAS on CIFAR-10 and CIFAR-100
exhibit good transferability to ImageNet-
16-120, with the test accuracy surpassing
that of the state-of-the-art network
architectures.

I. Introduction
Deep learning has made substantial prog-
ress in various computer vision tasks.
Manually-designed network architec-
tures, such as VGGNet [1], ResNet [2],
Inception [3], and DenseNet [4], are
some of the essential driving forces in
developing this research field. While
manually-designed network architec-
tures can achieve outstanding classifica-
tion performance, the design process
requires professional domain knowledge,
which is possessed by only a few experts.
Moreover, manually designed methods
consume considerable time and compu-
tational resources due to the need for
repeated experiments.

Numerous studies on neural architec-
ture search (NAS) have recently been per-
formed to design neural networks
automatically. NAS algorithms allow
tuning network architecture skills to be
transparent for users who need to be
more familiar with domain knowledge.
The required human efforts and costs can
be reduced by automating NAS algo-
rithms. NAS can be divided into two cat-
egories, based on whether extra manual
fine-tuning is required or not. The first
category is semiautomatic NAS algo-
rithms, which needs to be combined
with manual fine-tuning. For example,
EAS [5] is based on a good network to
implement search. The base network
needs to be designed manually based on
expertise. Smash [6] needs to manually
train a SuperNet, and then the search
process can be executed in the SuperNet.
The second category is automatic NAS
algorithms, which can be used without
manual fine-tuning, such as [7], [8], [9].
The network architectures found by
NAS algorithms outperform those by
manually-designed algorithms and have
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been applied in many fields [10], [11],
[12]. However, the search time and
computational resource costs of NAS
algorithms are usually high. Most existing
NAS algorithms rely on validation data-
sets to optimize network architectures,
requiring considerable time and intensive
computational resources; for example,
NASNet [13] uses 500 GPUs across four
days.

The architecture search problem is
usually framed as a single-objective opti-
mization problem that cannot simulta-
neously consider multiple objectives [9],
[13], [14]. Most real-world deployments
need high classification performance and
low computational resource usage (e.g.,
model size and computational complex-
ity). Several manually-designed network
architectures, such as MobileNet [15] and
MobileNetV2 [16], have been designed to
reduce computational costs while attaining
high classification performance. Some
recent NAS algorithms based on multiob-
jective optimization have been proposed
to develop network architectures that are
easy to calculate and deploy. In [17],
NSGA-Net considered the trade-off
between test accuracy and computational
complexity. In [18], the classification per-
formance and the number of parameters
were combined as objectives. How-
ever, [17], [18] still require numerous
computational resources and long search
time. In this paper, a low-cost NAS
(LoNAS) method based on a three-stage
evolutionary algorithm (EA) [19] is pro-
posed. This approach significantly reduces
search time and computational resource
consumption. Moreover, the classification
performance and the number of parame-
ters can be effectively balanced in LoNAS.
The main contributions of the proposed
algorithm are summarized as follows.
1) A novel network block called the Reg

Block is proposed in LoNAS. TheReg
Block includes the group convolution
and SENet module, reducing the
number of parameters and improving
the network’s classification perfor-
mance. A variable-architecture encod-
ing strategy is designed based on the
Reg Block to encode the network
architecture. By simultaneously consid-
ering variable groups, group widths,

SENet modules, network lengths, and
pooling layer strides, an expanded
search space can be constructed. Then,
more network architectures with good
performance can be found in the
expanded search space.

2) A training-free proxy based on the
neural tangent kernel (NTK) is
designed to evaluate the performance
of individuals in the population. The
NTK can effectively characterize the
trainability of a network architecture
since the condition number of the
NTK (KN ) is negatively correlated
with the test accuracy. As KN can be
computedwithout training, the search
time and computational resources can
be significantly reduced.

3) A three-stage EA based on a multi-
ple-criteria environmental selection
strategy is proposed to effectively
balance exploration and exploita-
tion. The environmental selection
process criteria are based on the KN

and individual lifespans. The lifespan
is a property associated with each
individual that indicates the number
of evolution generations an individ-
ual goes through. In the first and
third stages, KN is used as the crite-
rion for eliminating individuals. In
the second stage, individuals are
selected according to their lifespans.
Furthermore, a set of Reg Block
mutation operators is designed to
evolve the population through all
three stages.

II. Related Works
Manually designing high-performance
network architectures is highly challe-
nging, requiring considerable domain
knowledge and consuming substantial
time and resources. Compared with the
traditional manually-designed approach,
NAS algorithms can automatically design
diverse and high-performance archi-
tectures without professional domain
knowledge.

Regarding the development of NAS
algorithms, most works have focused
only on improving the classification per-
formance to outperform manually-
designed algorithms. For example, the
Genetic CNN [20] achieves a 27.87%

top-1 recognition error rate on the
ILSVRC2012 dataset [21], which is bet-
ter than the error rates of most manu-
ally-designed network architectures [1],
[3], [22]. However, the Genetic CNN
also has the most parameters, reaching
156M parameters. Large-scale Evolu-
tion [14] achieves good classification
accuracy on the CIFAR-100 dataset but
requires 40.4M parameters, which is
more than those of other network
architectures. In addition, while AS-
NAS [23] outperforms most NAS
algorithms in terms of classification per-
formance, AS-NAS requires a substantial
number of parameters. The network
architectures obtained by the above
algorithms achieve good performance in
classification tasks. However, these net-
works typically involve a large number
of parameters, which makes these net-
work architectures difficult to calculate
and deploy.

In recent years, some NAS algo-
rithms have focused on multiobjective
NAS to construct effective network
architectures for real-world applications
requiring small size and high accuracy.
Multiobjective NAS algorithms aim to
optimize their accuracy and consider
their resource consumption levels. One
kind of multiobjective NAS algorithm,
such as ProxylessNAS [24] and FBNet
[25], rely on a scalarized objective.
This kind of algorithm simultaneously
encourages good classification perfor-
mance while penalizing other objectives.
Gradient-based approaches construct a
regularization loss to control the trade-
off between accuracy and latency. The
algorithms in this category need to
define preference weight values accord-
ing to the priority levels of different
objectives before searching; this requires
a considerable number of trials, consum-
ing substantial time and computational
resources. Another category of algo-
rithms includes heuristic algorithms
based on multiobjective optimization,
such as NSGA-Net [17], MSuNAS [26],
and LEMONADE [18]. The algorithms
in this category seek high-performance
network architectures by simultaneously
moving objectives to approximate the
Pareto frontier. However, they still
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require considerable time and computa-
tional resources. The high demands rise
due to the training and validation of
many network architectures, which are
the main computational bottlenecks
regarding NAS algorithm development.

NAS algorithms developed to accel-
erate automated discovery, such as
parameter-sharing-based algorithms [27],
[28], [29] and single-path sampling-
based algorithms [6], [30], have recently
attracted much attention. A one-shot
supernetwork was constructed first. The
weights of the subnetworks found dur-
ing the search were all inherited from
the supernetwork, enabling the subnet-
works to obtain their weights without
training. However, the supernetwork
training process requires considerable
time, and supernetwork optimization is
difficult. The algorithms that rely on
supernetworks to completely replace the
actual subnetwork weight optimizations
are unreliable. Several studies like [31],
[32] have proven that the correlation
between subnetwork performance
obtained by the above algorithms and
the test accuracy obtained by gradient
descent calculation are both weak. In
addition, some algorithms use surrogate
models to predict the network architec-
ture accuracies rather than directly train-
ing network architectures to reduce
computational consumption; examples
include PNAS [33], OnceForAll [34],
and SemiNAS [35]. The accuracy of the
network architecture is predicted by
constructing a predictor that can achieve
a more accurate network architecture
performance evaluation. However, the
rank order between the true and pre-
dicted accuracy is low. Training surro-
gate models also requires numerous data
samples. The 2k�50k network architec-
tures need to be collected as the training
data to train the predictors, which means
that the cost of well-trained predictors is
exceptionally high.

Instead of evaluating network archi-
tecture performance through training,
NAS algorithms that do not involve
training have been proposed. Several
training-free metrics are correlated with
the network test accuracy, and these met-
rics can be directly employed as proxies

for training-based metrics in optimization
problems. These training-free metrics are
built differently for various NAS meth-
ods. Mellor et al. [36] recently studied
the overlap between the data point acti-
vations in untrained network architec-
tures. They proposed a Jacobian based on
input and output data as a training-free
metric. However, the principle of this
measure has not been explicitly proven or
explained. TE-NAS [37] leverages the
NTK proposed by Jacot [38] and
Hanin [39] tomeasure the network archi-
tecture trainability. In TE-NAS, a strong
correlation between the NTK condition
number and the network architecture test
accuracy was found, displaying good gen-
eralization in different search spaces.

In general, NAS algorithms can be
roughly divided into reinforcement
learning (RL) approaches [28], [40],
[41] and EA-based approaches [42],
[43], [44]. Real et al. [7] provided a
large-scale comparison between EA-
based and RL-based algorithms, prov-
ing that EA-based methods converge
faster than RL-based approaches in the
same search space. Moreover, the
experimental results in [45] showed that
EA-based designs often require fewer
computational resources than RL-based
designs. EA-based methods considers
constructing the network architecture

as a combinatorial optimization prob-
lem through EA, with individuals in the
population representing network archi-
tectures. During evolution, the network
architectures pass through crossover and
mutation operators, and the individuals
with the best fitness are selected as the
optimal solution at the end of the
evolution.

III.Methods
The goal of LoNAS is to search for
highly accurate neural network archi-
tectures with few parameters, using little
search time and computational resour-
ces. An overview of the LoNAS algo-
rithm is presented first in this section.
Then, the details of LoNAS are intro-
duced, including the Reg Block design,
an expanded search space based on a
variable-architecture encoding strategy,
a fitness evaluation of individuals based
on a training-free proxy (i.e., the NTK
strategy), a three-stage EA based on
multiple-criteria environmental selec-
tion, and a set of mutation operators for
Reg Block.

A. Algorithm Overview
An overview of the proposed LoNAS
approach is summarized in Algorithm 1.
LoNAS starts with a population initial-
ized with random individuals (Line 1).

Algorithm 1. Overview of LoNAS

Input: Reg Block parameters, the population size N, the maximum number of evolution
roundsMax gen, the number of offspring t, and the two separation points in the
three-stage evolution process (G1 and G2).

Output: The best discovered architecture.
1: P Initialize a population with a size of N by using the encoding strategy;
2: Evaluate the fitness of the individuals in P based on the NTK;
3: i  1
4: while i � Max gen do
5: parents Select t parent individuals in P based on tournament selection;
6: Q Generate t offspring individuals from parents with mutation operators;
7: if i � G1 or G2 � i then
8: P  Select N individuals in P [Q by environmental selection based on the

NTK;
9: else
10: P  Select N individuals in P [Q by environmental selection based on the

individual lifespan values;
11: end if
12: i  i þ 1
13: end while
14: return The architecture with the best test accuracy.
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Each individual represents a network
architecture encoded based on the vari-
able-architecture encoding strategy. Var-
ious network architectures can be
constructed by searching for different
parameter combinations, which helps to
expand the search space. The condition
number of the NTK (KN ) is set as the
training-free proxy to evaluate individu-
als. The evaluation time is significantly
reduced since complete network training
is avoided (Line 2). The iterative evolu-
tion process is divided into three stages
according to the different environmental
selection criteria. The first and third
stages use KN as the criterion to imple-
ment environmental selection, and the

second stage leverages the individual life-
span Lifespan as the criterion. Several
individuals in the population are selected
as parents based on tournament selection
(Line 5). The offspring are generated
from the parents through mutation oper-
ators (Line 6). After the offspring are con-
structed, they are evaluated and added to
the population once constructed. The
corresponding criterion is used for envi-
ronmental selection according to the
stage of the current evolution round.
Some individuals are eliminated (Line 8
and Line 10) to ensure that the number
of surviving individuals in the popula-
tion is consistent with that in the initial
population. Then, a new population

formed by the remaining individuals
enters into the next round. The evolu-
tion process continues until the prede-
fined maximum number of evolution
rounds is reached. Finally, the best net-
work architecture is decoded from the
individual in the final population with
the best fitness. The corresponding
flowchart is shown in Fig. 1.

B. Expanded Search Space Based on
the Reg Block
The network architectures in LoNAS
are constructed by a variable-architec-
ture encoding strategy based on a
novel network block called the Reg
Block. A well-designed search space
containing numerous potential net-
work architectures is crucial for NAS.
Therefore, five dimensions are
included to construct the LoNAS
search space: the length of the net-
work architecture, the number of
group convolutions, the width of each
group convolution, the stride of the
pooling layers, and the SENet mod-
ule. Compared with the search spaces
with fewer dimensions in [8], [9],
[46], the search space is expanded in
LoNAS since different network archi-
tectures can be constructed in more
flexible and fine ways. More potential
network architectures can be searched,
which leads to better solutions. An
overview of the search space and the
encoding strategy is shown in Fig. 2.

FIGURE 1. The flowchart of the LoNAS algorithm, where i is the evolution round, Max gen is the
maximum number of evolution rounds, and G1 and G2 are the two separation points in the three-
stage evolution process.

FIGURE 2. LoNAS search space and the encoding strategy. (a): The macro skeleton of the network architecture. (b): The topology of the Reg Block.
(c): The considered options for the network architecture parameters. (d): A flexible encoding strategy based on the Reg Block.
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1)Network Architecture Macro
Skeletons
The proposed search space follows a
block-based design [8], [9], [26], in
which various network architectures are
flexibly constructed according to differ-
ent parameter options, as shown in
Fig. 2(a). The macro skeleton of each
network architecture is initialized with
a Conv Unit to extract the input data
features; this unit contains one 1� 1
convolutional layer with 64 output
channels and a batch normalization

layer [47]. The main body of the macro
skeleton includes unit num Reg Units.
Each Reg Unit is composed of
block num Reg Blocks. Each Reg Block
is generated randomly based on a set of
parameters that can be searched auto-
matically. A global average pooling
layer is placed at the end of the skeleton
to flatten the feature maps into a feature
vector. A fully connected layer with a
softmax layer is set as the classification
module to transform the feature vector
into the final prediction result. The

network architecture construction pro-
cess in the LoNAS search space is sum-
marized in Algorithm 2.

2)Reg Block
The standard convolution [2] achieves
good classification performance but
requires many parameters, which is not
conducive to designing highly accurate
network architectures with few param-
eters. In this paper, a novel network
block called the Reg Block is designed.
The Reg Block consists of group con-
volution [22] and SENet module [48].
The group convolution reduces the
number of parameters, and the SENet
module improves the classification per-
formance. The Reg Block topology is
shown in Fig. 2(b).

In the Reg Block, the input features
are partitioned into a certain number of
groups, decomposing the standard convo-
lution operation into multiple indepen-
dent convolution branches. Compared
with the standard convolution operation,
group convolution reduces the number
of parameters without remarkably re-
ducing the network classification per-
formance. Based on [22], the group
convolution is improved by adding three
convolutional layers and one pooling
layer in each branch, which allows the
network to extract more valuable features.
The first and fourth convolutional layers
use 1� 1 kernels to adjust the number of
feature maps, and the second convolution
layer uses 3� 3 kernels to extract feature
maps. All convolutional layers follow
a sequence, including a convolution oper-
ation, a ReLU [49], and a batch normali-
zation process. The pooling layer halves
the input data size and maintains the fea-
tures invariant, satisfying the calculation
constraint. For M �M input data, the
number of pooling layers used to halve
the data size cannot be larger than
blog 2ðMÞc, or the size of the input data is
reduced to less than 1. The Reg Block
output is formed by concatenating the
output features of each branch, the resid-
ual connections, and an SENet mod-
ule [48]. The SENet module simulates an
attention mechanism [50], [51] through
squeeze-and-excitation, which ensures that
the network architecture focuses on the

Algorithm 2. Network architecture construction in the LoNAS search space

Input: The size of the input dataM�M, unit num list, block num list, group list, width

list, f .
Output: The generated network architecture.
1: d  Calculate the maximum number of pooling layers with a stride of 2 by

blog 2ðMÞc;
2: q An empty queue;
3: Construct a Conv Unit and add it to q;
4: unit num Randomly select a value in the unit num list;
5: for i  1 to unit num do
6: block num Randomly select a value in the block num list;
7: for j  1 to block num do
8: group;width Randomly select values in the group and width lists;
9: while group�width does not meet the constraint do
10: group;width Randomly reselect group and width;
11: end while
12: if The number of used pooling layers with a stride of 2 is less than d then
13: f  Randomly select a value in {1, 2};
14: else
15: f  1;
16: end if
17: r  Uniformly generate a value in [0, 1];
18: if 0:5 � r then
19: hasSENet  1;
20: else
21: hasSENet  0;
22: end if
23: block Generate a Reg Block according to the parameters group, width, f ,

and hasSENet;
24: Add the block to q;
25: end for
26: end for
27: q Construct a global average pooling layer and add it to q;
28: Generate a network architecture according to q;
29: return A network architecture

The novel network block in LoNAS, called Reg Block, is
composed of the group convolution and SENet module
and is used to reduce the number of parameters and
improve the classification performance.
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most informative components of the fea-
tures, thereby improving the representa-
tional capacity of the network
architecture.

3)Variable-Architecture Encoding
Strategy
A variable-architecture encoding strat-
egy based on the Reg Block is designed
to construct a large search space with
numerous network architectures, as
shown in Fig. 2(c) and (d). Searching
different parameter combinations allows
various network architectures to be
flexibly constructed. First, the value of
the unit num parameter is randomly
selected to determine the initial number
of Reg Units. Then, in each Reg Unit,
block num Reg Blocks are randomly
generated.

As depicted in Fig. 2(b), the input of
each Reg Block comes from the output
of the previous Reg Block. The input
feature maps are divided into group
branches. Each branch has g channel
channels, which are determined by
in channel=group. The width of the bot-
tleneck of each branch is set as the width.
The stride of the pooling layer is denoted
as f . f is set to 2 when the feature map is
downsampled; otherwise, f is set to 1. At
the end of each Reg Block, an SENet
module is added with a 50% probability,
which improves the representational abil-
ity of the network without introducing
too many parameters. This dimensional-
ity is denoted by the parameter
hasSENet. The value of hasSENet is set to
either 1 or 0, representing whether an
SENet module is in the Reg Block.
When generating a Reg Block, the
parameters group and width are randomly
selected from two specified lists. The
parameter f is randomly selected from
{1, 2}. When the number of existing
pooling layers performing the halving
meets the preset constraint, f is set to 1.

These architectural parameters are auto-
matically searched and encoded as a digi-
tal string.

By including the group convolution
and SENet module, more dimensions for
constructing network architectures are
added, effectively expanding the search
space and allowing more networks with
better performance to be obtained.

4)Computational Restriction
The length of the network architecture
has an important effect on the test
accuracy [1]. Longer network architec-
tures generally obtain better test accu-
racy but require more parameters,
which makes these network architec-
tures more challenging to calculate.
Through careful structure design, some
short network architectures can achieve
good classification performance [2], [4],
and determining these architectures is
the goal of the algorithm proposed in
this paper. Although the lengths of the
network architectures in the LoNAS
search space can vary according to the
encoding strategy, the lengths are
restricted to ensure that the number of
parameters of each network architec-
ture in the search space is limited. Net-
work architectures with too many or
too few parameters can be avoided
since they are not the target, thereby
improving the search efficiency. The
number of convolutional layers deter-
mines the length of the network archi-
tecture:

Length ¼ 1þ
XUmax

i¼Umin

3 � Ublock
i (1)

where unit num is limited to the range
½Umin;Umax�. Ublock

i represents the num-
ber of Reg Blocks in the ith Reg Unit,
which corresponds to the parameter
block num. block num is limited to the
range ½blockmin; blockmax�. The number

of Reg Blocks in each Reg Unit must
be multiplied by a factor of 3 since
each Reg Block contains three convo-
lutional layers. The total length of the
network architecture is determined by
adding a convolutional layer in the
Conv Unit.

The number of convolutional ker-
nels also affects the number of network
parameters. When the convolutional
kernels are the same size, more convolu-
tional kernels improve the feature
extraction ability, leading to better clas-
sification performance for the network
architecture while requiring more
parameters. Therefore, the number of
convolutional kernels should also be
limited to avoid requiring too many
parameters. The number of convolu-
tional kernels reflects the number of
output feature maps in the intermediate
layer, which is determined by the prod-
uct of the group and width parameters.
The proposed encoding strategy imple-
ments two rules to restrict the number
of feature maps. The first rule is that
larger values have lower selection proba-
bilities when randomly selecting the
group and width parameters. The other
rule is that maximum and minimum
values are set for the product of group
and width. If group� width is larger than
the maximum value or less than the
minimum value, both parameters need
to be randomly selected again until the
product meets the limit. Algorithm 2
shows the application of these rules in
the construction of the network archi-
tecture. Under these rules, the overall
number of network architecture param-
eters in the search space is limited,
which guarantees better search perfor-
mance to discover highly accurate net-
work architectures with few parameters.

Compared to the coding strategies
in [9], [26], [46], there are more parame-
ter dimensions included in the proposed
encoding strategy. As a result, finer
blocks can be generated, and more vari-
ous network architectures can be discov-
ered. In addition, network architectures
with too few or too many parameters
that do not meet the parameter require-
ments are not generated by adding
computational restrictions, resulting in a

NTK can be used to characterize the trainability of each
network architecture and therefore is designed to
evaluate the performance of individuals in the
population that can significantly save search time and
computational resources.
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more efficient search than other coding
strategies.

When the population is initialized,
the parameters unit num, block num,
group, width, and f are randomly selected
from the specified parameter settings to
generate individuals. More details on
the parameter settings are discussed in
Section IV.

C. Fitness of Individuals Based on a
Training-Free Proxy
Since training network architectures
through backpropagation requires

considerable search time in NAS, a train-
ing-free proxy is proposed to accelerate
the search procedure. In this paper, the
NTK is designed as the proxy and set as
the individual fitness. The NTK can be
used to characterize the trainability of
each network architecture. A higher
trainability represents a network architec-
ture with superior accuracy [52]. Accord-
ing to [37], the NTK can be formulated
as

mt Xtrainð Þ ¼ I � e�h�i t
� �

Ytrain (2Þ
where mtðxÞ denotes the network out-
puts, �i represents the eigenvalues of

the NTK between the training inputs,
Xtrain and Ytrain are drawn from the train-
ing set, t is the training step, and h is the
learning rate scale. The eigenvalues are
ordered �0 � � � � � �m, and KN ¼
�0=�m is set as the number of conditions.
m is the number of NTK eigenvalues.
The network becomes untrainable when
KN tends to be larger. KN can be calcu-
lated without gradient descent and is
used to characterize the trainability of the
network.

In this paper, KN is used as a proxy to
evaluate the classification performance of
different networks. This approach signifi-
cantly reduces the evaluation time since
the networks are not directly trained. In
an EA, evaluating individuals usually
requires considerable time. Therefore,
KN is applied to describe an individual’s
fitness during evolution, accelerating
the fitness evaluation in the EA. Fig. 3
shows the correlation between KN and
the test accuracy of the network architec-
tures among 200 individuals that were
randomly generated in the LoNAS search
space. Fig. 3 shows that KN is negatively
correlated with the test accuracy. During
the evolution process, minimizing KN

can help find network architectures with
high accuracy. The application of a train-
ing-free proxy saves considerable search
time and computational resources.

Fig. 3 shows some fluctuations in the
negative correlation. To study the fluc-
tuations between KN and the test accu-
racy, KN values of 11 different networks
are collected, as shown in Fig. 4. KN is
calculated 10 times for each network
architecture. For the same network
architecture, every time the input train-
ing data are randomly selected with the
same batch size, the KN result changes
within a range since KN is related to the
input data according to (2). A network
architecture with a test accuracy of
91.1% is taken as an example and plotted
as the dark dots in Fig. 4. The KN value
varies from 61 to 84. The following cal-
culation method is applied to reduce the
impact of this deviation. For each indi-
vidual, KN is calculated with 12 inde-
pendent runs. The highest and lowest
values are removed, and the average of
the remaining 10 values is set as the final

FIGURE 3. The negative correlation between KN and the architecture test accuracy in the LoNAS
search space on CIFAR-10. Dots in lighter colors represent more accurate network architectures.
The Kendall-tau correlation is �0:186.

FIGURE 4. Fluctuations in the correlation between KN and the test accuracy of the network
architecture in LoNAS on CIFAR-10. The 11 colored dots represent 11 different network
architectures. The KN of each network with fixed test accuracy is independently calculated 10
times with random training data on CIFAR-10.
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KN result. In addition, performing mul-
tiple calculations ensures that the net-
work receives most input data rather
than a small part of the data, which
improves the generalization of the net-
work to the input data. In [37], KN

was combined with another indicator
calculated by normalization. In this
paper, only KN is applied to rank the
overall network architectures, as this
approach is simpler and thus accelerates
the search process.

D. Three-Stage EA Based on Multiple-
Criteria Environmental Selection
To balance exploration and exploitation,
a three-stage EA is proposed based on a
multiple-criteria environmental selection
strategy, which differs from other three-
stage EA methods [53], [54] with multi-
ple mutation strategies. The two criteria
are KN and the Lifespan [7], which indi-
cates the number of evolution rounds an
individual has experienced.

1) Process of the Three-Stage EA
The environmental selection criteria are
determined as follows:
where G1 and G2 are the round num-
bers used to divide the evolution pro-
cess, G represents the current round,
and Max gen is the maximum number

of evolution rounds. Fig. 5 shows the
whole evolution process of the three-
stage EA.

In the first stage (0 < G � G1)
and third stage (G2 < G � Max gen),
KN is applied as the environmental selec-
tion criterion. In the second stage
(G1 < G � G2), the individual’s lifespan
Lifespan is used as the environmental selec-
tion criterion. The evolution starts after
the population is initializedwith n individ-
uals. First, k individuals are randomly
selected. From these k individuals, t indi-
viduals with the best fitness are sampled as
the parents. t offspring individuals are con-
structed from the parents according to the
set of mutation operators described in Sec-
tion III-E. Once the offspring individuals
are constructed, they are evaluated and
added to the existing population, resulting
in t þ n individuals. Then, according to
the stage of the current evolutionary
round, the corresponding criterion is used
for environmental selection, eliminating
the t worst individuals. The remaining n
individuals form a new population that
enters the next evolution round.

2)Advantages of the Three-Stage EA
The search process of traditional EA
approaches is easily trapped in local
optima since most offspring inherit only

some of the good parents during evolu-
tion process [7]. In aging evolution [7],
individuals are discarded according to
their lifespans. During evolution, older
individuals with good fitness continue
to be discarded. These individuals are
removed as potential optimal solutions
from the search space, which slows the
population’s convergence, causing con-
vergence instability.

Comprehensively considering the
traditional EA and aging evolution pro-
cess, a three-stage EA is proposed in this
paper. In the first and third stages of evo-
lution, individuals with smallerKN values
are retained during the selection process.
In the second stage, younger individuals
in the population are saved. During the
first stage, outstanding individuals are
selected to enter the later evolutionary
process to ensure that offspring can
inherit from these individuals, improving
the overall performance of the popula-
tion and ensuring that sufficient potential
optimal solutions are contained in the
population. Then, in the second stage,
the population is frequently renewed,
enabling more exploration of the search
space and increasing the diversity of indi-
viduals. Moreover, a limited number of
rounds are performed to ensure that not
all good individuals are discarded. Finally,
in the third stage, outstanding individuals
are retained during the environmental
selection process, leading the population
to converge to the optimal solution,
which helps ensure exploitation. The
experiments conducted in Section IV
study the effectiveness of the multiple-
criteria environmental selection strategy.

E.Mutation Operators for the Block-
Based Network Architecture
The offspring individuals in the popula-
tion are generated from mutation opera-
tions. In this paper, mutation operators
are performed only in the Reg Unit,
while the Conv Unit is not involved due
to its specific function. For the mutation
operators, a mutation position posij,
which represents the position of the jth
Reg Block in the ith Reg Unit, is ran-
domly selected according to the length of
the parent individuals. TheRegUnit and
Reg Block positions determine the

FIGURE 5. The whole evolution process of the three-stage EA according to the different
environmental selection criteria.

The three-stage EA can effectively balance exploration
and exploitation by the environmental selection
process criteria based on the NTK and individual
lifespans.

Criterion ¼ KN if 0 < G � G1 or G2 < G � Max gen
Lifespan if G1 < G � G2

�
(3)
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mutation position. Then, one of the
mutation operators is randomly selected
to carry out the parent individuals.
According to the block-based network
architecture, the designed mutation
operators are as follows:
❏ adding: Adding a Reg Block with

random settings;
❏ removing: Removing the Reg Block

at the selected position;
❏ altering: Randomly altering the

parameter values of the Reg Block
at the selected position.
More specifically, the adding operator

generates a Reg Block with random
parameters, which is inserted after posi-
tion posij. The removing operator deletes
the Reg Block at position posij. The alter-
ing operator randomly generates a new
set of parameters to replace the old
parameters of the Reg Block at position
posij. Fig. 6 shows examples of adding a
newReg Block and removing an existing
Reg Block. In Fig. 6(a), a newReg Block
is randomly generated and inserted after
Reg Block 11. In Fig. 6(b), Reg Block
23 is removed from Reg Unit 2. Nota-
bly, the length of the parent individual
must be considered when implementing
the adding and removing operators. If the
length reaches the upper limit, the adding
operator cannot be performed, and only
the other two types of operators can be
selected. When the length of the original
individual reaches the lower limit, the
removing operator cannot be imple-
mented. In addition, when the altering
operator is selected, the newly generated

parameters need to meet the restrictions
regarding the number of feature maps.

IV. Experiments
To investigate the effectiveness of the
proposed algorithm, three benchmark
datasets, CIFAR-10, CIFAR-100, and
ImageNet-16-120, are adopted to evalu-
ate the network architectures. The exper-
imental results of the proposed algorithm
are compared with those of different
state-of-the-art NAS algorithms.

A. Implementation Details

1)Benchmark Datasets
CIFAR-10 is a 10-class classification data-
set containing 50K training images and
10K testing images. CIFAR-100 is similar
to CIFAR-10 but contains 100 classifica-
tion categories. The training datasets are
split (80%n20%) to generate training and
validation datasets for ablation experi-
ments. The testing dataset is used only to
determine the final test accuracies of the
network architectures. The datasets are
augmented before training. In this work,
the same augmentation techniques that are
usually applied in other algorithms, such as
random cropping and random horizontal
flipping [2], [4], are employed to ensure a
fair comparison. In addition, the com-
monly used data preprocessing technique
cutout [55] is applied in this paper.

2)Hyperparameters of LoNAS
The number of Reg Units unit num is set
to {2, 3, 4}. The number of Reg Blocks

contained in one Reg Unit block num is
set to {3, 4}. Thus, the network length
ranges from [19-49] according to (1).
The available values for the group list in
the Reg Blocks are set to {2, 4, 8, 16, 32,
64}, and the width list is set to {4, 8, 16,
32, 64}. The maximum and minimum
numbers of network feature maps are
1024 and 64, respectively. To ensure that
the constructed network architectures
have limited numbers of parameters, the
larger values in the group and width lists
have lower selection probabilities. For
the group list, the probabilities of 2, 4, 6,
and 16 are set to 0.19, and the probabili-
ties of 32 and 64 are set to 0.12. For the
width list, the probabilities of 4, 8, and 16
are set to 0.24, while the probabilities of
32 and 64 are set to 0.14. During the
search process, the population size, the
maximum number of evolutions, and the
batch size for calculatingKN are set to 40,
50, and 32, respectively. The values of k
and t in the tournament selection process
are set to 5 and 2, respectively. To
achieve better evolutionary performance,
each stage in the environmental selection
process is set to a different length in the
experiments, as shown in Section IV-C.
The best individuals in the final popula-
tion are selected for training.

3)Network Training
During training, stochastic gradient
descent (SGD) with a momentum rate
of 0.9 and an L2 weight decay of 5�
10�4 is used to conduct training for 300
epochs. The learning rate is initialized
to 0.1 with a cosine decay schedule.
Then, the network architecture with
the best test accuracy is selected and
retrained independently 10 times with
the same routine. All the experiments
are performed on a single NVIDIA
1080Ti GPU.

B. Performance Investigation of the
Reg Block
Two ablation experiments are con-
ducted on CIFAR-10 dataset to verify
the effectiveness of the Reg Block. The
first experiment is performed to verify
the effectiveness of the group convolu-
tion, and the second experiment is used

FIGURE 6. Examples of the adding and removing mutation operators.
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to investigate the effectiveness of the
SENet module. Ten individuals in the
final population are randomly selected

for both experiments, and all of these
individuals contain group convolution
and SENet modules.

The first ablation experiment was
performed to verify the impact of the
group convolution on the number of
parameters. The number of parameters
of each individual is recorded first.
Then, the group convolution of each
individual is transformed into a stan-
dard convolution while keeping the
remaining topology the same, and the
corresponding number of parameters is
recorded. The comparison results are
shown in Fig. 7. The green bar repre-
sents the group convolution results,
and the blue bar represents the stan-
dard convolution results. Fig. 7 shows
that the group convolution consumes
fewer parameters than the standard
convolution, and each individual with
the group convolution has appro-
ximately half the number of parame-
ters. Therefore, the group convolution
effectively reduces the number of
parameters.

In the second ablation experiment,
the effectiveness of the SENet module
in improving the test accuracy and
reducing the number of parameters is
verified. The test accuracy and number
of parameters of each individual are
recorded through 10 independent tri-
als. Then, all SENet modules of each
individual are removed, and the test
accuracy and number of parameters are
recorded. The comparison results
regarding the test accuracy and the
number of parameters are shown in
Fig. 8(a) and (b), respectively. In Fig. 8,
the blue line and the blue bar represent
the original network architectures, and
the green line and the green bar repre-
sent the architectures without SENet
modules. Fig. 8(a) shows that compared
to the original network architectures,
the accuracy of the networks without
the SENet modules is substantially
reduced, indicating that the SENet
module improves the accuracy. Fig. 8
(b) indicates that the addition of SENet
module only slightly increases the
number of parameters. These results
demonstrate that the SENet module
remarkably improves the classification
performance of the network architec-
ture while adding only a moderate
number of parameters.

FIGURE 7. Comparison of the number of parameters between the group convolution and the
standard convolution.

FIGURE 8. Performance comparison between original network architectures and those without
SENet modules.
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C. The Effectiveness of the Three-
Stage EA and the Best Length
Division for the Three Stages
Six independent experiments are con-
ducted to investigate the effectiveness of
the three-stage EA. In each experiment,
an EA with the same number of evolu-
tion rounds and different lengths for the
three stages is implemented. The classifi-
cation performance of each final popula-
tion is recorded. Five experiments,
named Exp 1 � 5, have the same fixed
length for the first stage but different
lengths for the second and third stages to

investigate the effects of the three-stage
length on the population. Another
experiment named Exp 6 only goes
through the second stage. In Exp 1 � 5,
the value of G2 is changed to investigate
the impact of different stage lengths on
the validation accuracy of the final pop-
ulation. The length of the second stage is
recorded. In Fig. 9, each box represents
the overall validation accuracy of a pop-
ulation, the length of the box represents
the accuracy deviations between indi-
viduals, and the dot and dotted line in
the box represent the average and

median accuracy values, respectively.
The extended lines at both ends of the
box represent the maximum and mini-
mum accuracies. The light blue boxes
show the results of Exp 1 � 5, and the
green box represents the results ofExp 6.

Among the light blue boxes, when
the length of the second stage is set to 0,
the EA degenerates to the traditional EA
with fixed-criteria environment selec-
tion. Fig. 9 clearly shows that the average
validation accuracy achieved by the tra-
ditional EA is lower than the accuracies
of the other three-stage EAs. The second
stage helps the population to converge
to network architectures with better
classification performance since more of
the search space is explored.

When the length of the second
stage is increased, the population’s
average accuracy initially increases and
then decreases later. When the length
of the second stage is set to 50, which
is implemented in Exp 6, the EA
degenerates to an aging evolution pro-
cess. Fig. 9 shows that the green box
and its extended lines have the longest
lengths, which indicates the most
extensive search instability; it illustrates
a prolonged second stage that causes
the population to generate more indi-
viduals with poor fitness, reducing the
number of the optimal solution. The
box and extended lines of Exp 3 have
the shortest lengths, indicating that the
individuals in this population have the
smallest differences. Exp 3 shows that
utilizing a sufficient length for the third
stage improves the exploration ability
of the algorithm, which helps remove
poorly performing individuals and
increase the number of optimal solu-
tions. The stability of the search proce-
dure is also improved.

In summary, using an appropriate
length for each stage can help to effec-
tively balance exploration and exploita-
tion, leading to better optimal solutions.
Based on the ablation experiments,
when G1 and G2 are set to 15 and 30,
respectively, the population shows the
best performance. The lengths of the
three stages are set to 15, 15, and 20, and
the values of G1 ¼ 15 and G2 ¼ 30 are
used in the following experiments.

FIGURE 10. Comparison of the three-stage EA, traditional EA, and random search method in
terms of the test accuracy and the number of parameters.

FIGURE 9. The impact of the length of the second stage on the three-stage EA.
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Fig. 10 shows the search performa-
nce of different search algorithms in terms
of the test accuracy and number of parame-
ters. The proposed three-stage EA (brown
area) is compared with the traditional EA
(green-yellow area) and the random search
method (blue area). Each area describes the
overall performance of individuals in terms
of the test accuracy and the number of
parameters. Specifically, the same

population, which contains 20 randomly
generated individuals, is used for the three
search algorithms, and each algorithm goes
through 50 search iterations. In the tradi-
tional EA and the random search method,
KN is used to evaluate the performance of
the individuals. Fig. 10 shows that individ-
uals discovered by the three-stage EA have
higher test accuracy and fewer parameters
than those obtained by the traditional EA

and random search method. The overlap-
ping areas between those methods indicate
the similarity of the search performance. It
can be seen in Fig. 10 that the traditional
EA is slightly better than the random search
since there are many overlapping areas,
which means that many individuals found
by the traditional EA have similar perfor-
mance to those found by the random
search. The three-stage EA is much better
than the traditional EA since there are few
overlapping areas. Furthermore, the popu-
lations produced by the three-stage EA
have small parameter and test accuracy
ranges, indicating that the three-stage EA is
robust on the discovered solutions.

D.Overall Results
A set of the state-of-the-art algorithms are
used for comparison to comprehensively
evaluate the performance of the proposed
algorithm. The results are considered in
terms of the classification accuracy, number
of parameters, search time cost, and req-
uired computational resources. The com-
pared algorithms can be roughly divided
into three categories. The first category
includes manually-designed network arc-
hitectures. The second category contains
semiautomatic NAS. The third category
includes automatic NAS algorithms.
Table I shows the comparison results. The
results of peer competitors are obtained
from their published seminal papers. For
the proposed algorithm, the best network
architecture discovered by LoNAS
denoted as EX-Net, is selected from the
final populationwith 10 independent trials.

1)ComparisonWith Manually-
Designed Network Architectures
Comparing the proposed approach with
manually-designed state-of-the-art net-
work architectures, the results show that
EX-Net achieves considerably better test
accuracies on CIFAR-10 and CIFAR-
100 with less parameters than FractalNet
and Wide ResNet. Compared to Dense-
Net (k ¼ 24), EX-Net achieves better test
accuracy on CIFAR-10 and CIFAR-100,
and EX-Net uses only 7.3% and 15.8% of
the number of parameters in DenseNet
(k ¼ 24) on CIFAR-10 and CIFAR-100,
respectively. Compared to DenseNet-B
(k ¼ 40) and ResNeXt-29 (8x64d), the
test accuracy of EX-Net on CIFAR-10 is

TABLE I Comparison with the state-of-the-art peer competitors in terms of the test
accuracy (%), number of parameters (M), search GPU days, and number of GPUs used
on the CIFAR-10 and CIFAR-100 datasets. Test accuracy with mean and deviation are
reported.

CIFAR10 CIFAR100 PARAMETERS (M) SEARCH TIME
(GPU DAYS)

GPUs

Manually designed

FractalNet [56] 94.78 77.7 22.3 - -

DenseNet (k ¼ 24) [4] 96.26 80.75 27.2 - -

DenseNet-B (k ¼ 40) [4] 96.54 82.82 25.6 - -

Wide ResNet [57] 95.85 79.50 36.5 - -

ResNeXt-29 (8x64d) [58] 96.35 82.23 34.4 - 8

Semiautomatic

Hierarchical Evolution [59] 96.37 - 61.3 1.5 200

NASNet-A [13] 97.35 - 3.3 2000 500

DARTS [28] 97.0(0.14) - 3.3 1.5 1

P-DARTS [60] 97.5(0.12) - 3.4 0.3 1

PC-DARTS [40] 97.43(0.07) - 3.6 0.1 1

SP-DARTS [61] 97.29 - 3.64 0.11 1

ENAS(macro) [30] 96.13(0.12) - 38.0 0.32 1

ENAS(micro) [30] 97.11(0.11) - 4.6 0.5 1

Block-QNN-S [62] 95.62 79.35 6.1 90 32

TE-NAS [37] 97.37(0.064) - 3.8 0.05 1

AS-NAS [23] 97.67 - 16.6 - 8

Automatic

Large-scale Evolution [14] 94.60 - 5.4 2750 -

Large-scale Evolution [14] - 77.00 40.4 2750 -

NAS [63] 93.99 - 2.5 22400 800

AmoebaNet-A [7] 96.66(0.06) - 3.2 3150 450

AE-CNN [8] 95.7(0.18) - 2.0 27 3

AE-CNN [8] - 79.15(0.18) 5.4 36 3

CNN-GA [9] 96.78 - 2.9 35 3

CNN-GA [9] - 79.47 4.1 40 3

NSGA-Net [17] 97.5(0.10) - 26.8 4 1

LF-MOGP [64] 95.87 - 1.07 10 1

LF-MOGP [64] - 73.63 4.13 13 1

EX-Net(ours) 96.95(0.07) - 2.0 0.02 1

EX-Net(ours) - 81.52(0.07) 4.3 0.02 1
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better. OnCIFAR-100, although the acc-
uracy of EX-Net is not as high, the num-
ber of parameters in EX-Net only
consumes 16.8% and 12.5% of the num-
bers of parameters in DenseNet-B
(k ¼ 40) and ResNeXt-29 (8x64d),
respectively, demonstrating a significant
reduction. EX-Net uses only 1/8 of the
GPU resources consumed by ResNeXt-
29 (8x64d). In summary, EX-Net ach-
ieves higher accuracy than the state-of-
the-art manually-designed network archi-
tectures and significantly outperforms all
competing approaches on CIFAR-10.
Additionally, EX-Net employs substan-
tially fewer parameters than these compar-
ison algorithms.

2)Comparison With Semiautomatic
NASMethods
Regarding the semiautomatic NAS algo-
rithms, EX-Net outperforms Hierarchical
Evolution, Block-QNN-S, and ENAS
(macro) in terms of the test accuracy and
number of parameters while significantly
reducing the search time cost
(16x�4500x reductions). Compared to
NASNet-A, EX-Net shows slightlyworse
test accuracy but requires fewer parameters
than NASNet-A. Moreover, EX-Net is
100,000x faster thanNASNet-A and con-
sumes only approximately 1/500 of the
GPU resources consumed byNASNet-A.
DARTS and ENAS (micro) achieve
slightly better accuracy on CIFAR-10
than EX-Net, while EX-Net has fewer
parameters. DARTS and ENAS (micro)
have larger deviations in test accuracy than
EX-Net. With the same GPU resource
consumption, EX-Net takes 75x and 25x
less search time than these two methods.
Compared to P-DARTS and PC-
DARTS, EX-Net consumes fewer
parameters and GPUDays while showing
slightly reduced test accuracy. Moreover,
EX-Net can achieve more minor devia-
tions across different search rounds. SP-
DARTS achieves slightly better accuracy
on CIFAR-10 than EX-Net but has
nearly 2x more parameters and 5x more
search time. In addition, although the
accuracy of EX-Net is less than that of
TE-NAS, the number of EX-Net param-
eters and the number of GPU Days
consumed by EX-Net are only half of

those required by TE-NAS. Compared to
AS-NAS, EX-Net shows lower test
accuracy. However, EX-Net consumes
nearly 9x fewer parameters and requires

only 8x fewer computational resources
than AS-NAS and is thus competitive
algorithm. Therefore, compared to the
semiautomatic NAS algorithms, EX-Net

TABLE II Search time (minutes) on CIFAR-10 and CIFAR-100 by LoNAS.

NO. OF RUNS 1 2 3 4 5 6 7 8 9 10 AVERAGE VARIANCE

CIFAR-10 28.8 29.5 28.4 28.7 29.4 29.1 28.7 28.3 29.4 28.8 28.91 0.16

CIFAR-100 28.7 28.6 29.4 29.3 29.1 28.6 28.9 29.4 29.3 29.4 29.07 0.10

TABLE III The best architecture on CIFAR-10 by comprehensively considering the test
accuracy and the number of parameters of the network architectures.

TYPE BLOCK CONFIGURATION

Conv Unit - input size=32*32, input channel=3, output channel=64

Reg Unit1 Reg Block1 group=16, width=8, hasSENet=1, f=1

Reg Block2 group=16, width=32, hasSENet=1, f=1

Reg Block3 group=8, width=8, hasSENet=1, f=2

Reg Block4 group=64, width=16, hasSENet=1, f=2

Reg Unit2 Reg Block5 group=8, width=8, hasSENet=0, f=1

Reg Block6 group=16, width=8, hasSENet=1, f=1

Reg Block7 group=32, width=8, hasSENet=1, f=1

Reg Unit3 Reg Block8 group=4, width=16, hasSENet=1, f=1

Reg Block9 group=64, width=8, hasSENet=1, f=2

Reg Block10 group=32, width=4, hasSENet=1, f=1

Reg Block11 group=32, width=16, hasSENet=0, f=1

TABLE IV The best architecture on CIFAR-100 by comprehensively considering the test
accuracy and the number of parameters of the network architectures.

TYPE BLOCK CONFIGURATION

Conv Unit - input size=32*32, input channel=3, output channel=64

Reg Unit1 Reg Block1 group=8, width=32, hasSENet=1, f=1

Reg Block2 group=16, width=4, hasSENet=1, f=1

Reg Block3 group=4, width=32, hasSENet=0, f=1

Reg Unit2 Reg Block4 group=32, width=8, hasSENet=1, f=2

Reg Block5 group=16, width=16, hasSENet=1, f=1

Reg Block6 group=16, width=4, hasSENet=0, f=1

Reg Block7 group=16, width=4, hasSENet=1, f=1

Reg Unit3 Reg Block8 group=4, width=16, hasSENet=0, f=1

Reg Block9 group=4, width=16, hasSENet=0, f=1

Reg Block10 group=16, width=16, hasSENet=0, f=1

Reg Block11 group=64, width=4, hasSENet=1, f=1

Reg Unit4 Reg Block12 group=16, width=8, hasSENet=1, f=2

Reg Block13 group=16, width=8, hasSENet=1, f=1

Reg Block14 group=16, width=16, hasSENet=1, f=1

Reg Block15 group=32, width=16, hasSENet=1, f=1

90 IEEE COMPUTATIONAL INTELLIGENCE MAGAZINE | MAY 2023

Authorized licensed use limited to: SUN YAT-SEN UNIVERSITY. Downloaded on July 06,2023 at 08:58:56 UTC from IEEE Xplore.  Restrictions apply. 



shows competitive test accuracy while
exhibiting an advantage in terms of the
number of parameters. Furthermore, EX-
Net greatly reduces the search time cost
and the required computational resource
consumption.

3)Comparison With Automatic
NASMethods
Compared to the competing comple-
tely automatic NAS algorithms, EX-
Net exhibits great superiority over
Large-scale Evolution and NAS in
terms of the accuracy and number of
parameters. In addition, EX-Net con-
sumes only 0.02 GPU Days, which is
substantially less than Large-scale Evo-
lution and NAS. Additionally, the
GPU resources required by EX-Net
are 800x less than those required by
NAS. EX-Net has better test accuracy
and fewer parameters than Amoeba-
Net-A. The GPU Days required by
EX-Net is only 0.02, which is 1/
157,500 of that needed by Amoeba-
Net-A, and the computational resour-
ces required by the GPU are just 1/450
of those demanded by AmoebaNet-A.
EX-Net is better than AE-CNN in
terms of the mean and deviation of test
accuracy and the number of parameters
on CIFAR-10 and CIFAR-100. EX-
Net can obtain a better improvement
in the search time cost and the required
GPU resource consumption. Compared
to CNN-GA, EX-Net has a higher
test accuracy on CIFAR-10 and has
fewer parameters. In addition, EX-Net
achieves better accuracy on the more
complex CIFAR-100 dataset, while the
number of parameters is close to that of
CNN-GA. The search time of EX-Net

is approximately 1/1750 of that con-
sumed by CNN-GA. NSGA-Net
attains slightly better accuracy than EX-
Net on CIFAR-10 (97.5% vs. 96.95%),
but EX-Net has smaller deviations of
test accuracy (0.07 vs. 0.10), and only
consumes 1/13 of the parameters
required by NSGA-Net (2.0M vs.
26.8M). When using the same compu-
tational resources, the search time of
EX-Net is 200x less than that of
NSGA-Net. Compared to LF-MOGP,
EX-Net can achieve a significant adv-
antage in terms of accuracy on both
datasets. Moreover, EX-Net only con-
sumes 0.02 GPU Days, which is 500x
less than LF-MOGP. Therefore, EX-
Net shows significant advantages over
automatic algorithms in all objectives.

4)Discussion
In summary, EX-Net outperforms most
manually-designed network architec-
tures in terms of the test accuracy while
requiring fewer parameters. EX-Net
also shows excellent advantages over
most of the automatic NAS algorithms
regarding test accuracy and the number
of parameters. The proposed approach
also requires fewer GPU resources and
achieves 200x to 1,120,000x search
time reductions. Compared to the semi-
automatic NAS algorithms, the test
accuracy advantage of EX-Net is not
apparent since other algorithms involve
manual fine-tuning. However, EX-Net
can achieve more minor deviations in
test accuracy, which demonstrates the
robustness and stability of the EX-Net.
Furthermore, EX-Net utilizes fewer
parameters, and the search time cost and
computational resource consumption

are significantly reduced, which is the
primary purpose of the work in this
paper.

Table II shows that each run by
LoNAS has a similar search time on
CIFAR-10 and CIFAR-100, demon-
strating the robustness of the proposed
algorithm regarding the time cost. By
comprehensively considering the test
accuracies and the number of parame-
ters, Tables III and IV show the best
network architectures discovered by the
proposed algorithm on the CIFAR-10
and CIFAR-100 datasets. They also
show that the best network architecture
obtained on CIFAR-10 is composed of
three Reg Units with 34 convolutional
layers. The network FLOPs are 0.91 G.
The best network architecture obtained
on CIFAR-100 comprises four Reg
Units of 46 convolutional layers, and
the FLOPs of the network are 1.05 G.

E. Transferability
The ImageNet-16-120 dataset [65] is
also considered for investigating the
transferability of the network architec-
tures searched by LoNAS on the
CIFAR-10 and CIFAR-100 datasets.
The same training settings as mentioned
in Section IV-A are used. The compari-
son results in Table V show that the net-
work architecture searched on CIFAR-
10 obtains better test accuracy than most
manually-designed and automatic archi-
tectures. The network architecture
searched on CIFAR-100 achieves the
best test accuracy on ImageNet-16-120
while consuming minimal GPU Days
and GPU resources. The results indicate
that LoNAS has good transferability to
other datasets.

V. Conclusion
This paper proposes a LoNAS method
that can quickly search for network
architectures with high accuracy and
few parameters. The computational
resources required by LoNAS to find
the network architectures are also low.

In LoNAS, a Reg Block is proposed
based on group convolution and the
SENet module, which helps improve
the accuracy while reducing the number
of parameters. A variable-architecture

TABLE V Comparison of different network architectures on ImageNet-16-120.

ARCHITECTURE TESTACCURACY(%) PARAMETERS(M) GPU DAYS GPUs

ENAS [30] 16.32 4.6 0.5 1

AmoebaNet-A [7] 46.21 3.2 3150 450

DARTS [28] 16.32 3.3 1.5 1

P-DARTS [60] 45.24 5.3 0.3 1

PC-DARTS [40] 45.53 6.2 0.1 1

GDAS [27] 42.21 2.5 0.3 1

EX-Net(CIFAR-10)(ours) 44.56 2.0 0.02 1

EX-Net(CIFAR-100)(ours) 46.87 4.3 0.02 1
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encoding strategy based on the Reg
Block is designed to construct an
expanded search space. A training-free
proxy is proposed to evaluate individuals
based on the NTK, reducing the time
and computational resource costs. Fur-
thermore, a three-stage EA based on
multiple-criteria environmental selec-
tion is designed to balance the explora-
tion and exploitation of the proposed
algorithm. A set of mutation operators is
proposed and applied to the Reg Block
to explore more of the search space.

The proposed algorithm is examined
on two representative benchmark datasets,
CIFAR-10 and CIFAR-100, and com-
pared with various state-of-the-art algo-
rithms, including manually-designed
network architectures, semiautomatic net-
work architectures, and automatic net-
work architectures. The experimental
results show that the network architectures
found by LoNAS outperformmostmanu-
ally-designed and automatic architectures
in terms of classification performance and
the number of parameters. The network
architectures also achieve the competitive
performance on the semiautomatic archi-
tectures in terms of test accuracy while
improving most algorithms in the number
of required parameters. More importantly,
LoNAS shows significant advantages in
reducing the search time cost and compu-
tational resource consumption. Finally,
the architectures found on CIFAR-10 and
CIFAR-100 can be transferred to Image-
Net-16-120with good performance.

In LoNAS, two computational con-
straints are designed to limit the number
of network architecture parameters in the
search space; these constraints compress
the search space and reduce the diversity
to some extent. Future work will explore
other methods to balance the trade-off
between multiple objectives in larger
search spaces. In addition, the NTK
should be improved since the performance
of theNTK conditions fluctuates.
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